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ABSTRACT 

Pixel art, which presents low-resolutional images with restricted color palette, has been employed 
frequently in the early computer games played on low memory capacity and computational performance. 
Recently, pixel art wides its applications to the area such as puzzle and game. In this paper, we present a 
pixel art generator from images of game characters. Unlike traditional framework, we employ and modify a 
Convolutional-Neural Network(CNN) to generate pixel art by placing an up-convolution layer after 
convolution layers. The up-convolution layer increases the resolution of the result images to satisfy 
user-required resolution. The network is trained by minimizing the Mean Squared Error(MSE) between 
ground truth images and generated pixel art images from the input high-resolutional image. Also, we 
employ artists to produce the ground truth of pixel art for our network and augment the data by rotating and 
fliping. We partition the ground truth images into three datasets: a training, validation and test dataset. With 
this dataset, we perform a supervised learning and train our network as the pixel art generator. We show a 
training process and a training accuracy. Moreover, we test our architecture for a various images as well as 
the test dataset to prove the excellence of our architecture.
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1. Introduction

  The display device outputs discrete colors for 
each pixel to represent discrete information. A cell 
phone, a computer monitor, and a television used in 
daily life can be a good example of a display 
device. 
  In the case of computers, in the early days, it 

was limited to express natural expressions due to 
limitations of computation performance and storage 
space.
  Especially, in the game, I could see a lot of 
them, and objects were expressed in the form of a 
step by taking a dot at each pixel. By now, with 
the development of hardware and display devices, it 
has become more natural and clearer to be able to 
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Fig. 1. Feature maps of our network

express images and movies, and 4K resolution with 
about 8 million pixels is being prepared for 
commercialization.
  Although it seemed that the dot-like representation 
of each pixel in the early games seemed to 
disappear due to technological advances, it is now 
called pixel art, and it does not disappear and 
attracts people's attention.
  PixelArt expresses images with a lower resolution 
and a limited color called a color palette, just as it 
was in the early games. Pixel art stimulates people's 
inspiration and sensitivity. It can be said that the role 
of the arts is also sufficient. In addition, it is often 
used in games, such as puzzles and handheld games.
  Even in the latest games, you can see the 
application of pixel art. In this paper, we propose a 
method to transform the input image into pixel art. 
In particular, this paper presents a method of 
generating pixel art through a learning process using 
a CNN (Convolutional-Neural Network) which has 
excellent results in many fields(Fig. 1). 

2. Related research

  Research on pixel art is a field of image 
abstraction in non-photorealistic rendering (NPR), 

and many researchers have studied it. Inglis[1,2] 
proposed a study to convert the line art to pixel 
art, and adjusted the asymmetry or protruded pixel 
of the result at the same time as pixel art, and 
showed the result of natural pixel art.
  Hu [3] has further refined it, suggesting a way to 
maintain topological properties such as line 
connectivity or area in the output. In the pixel art 
research, choosing a color palette is also one of the 
research topics. Huang [4] presented the process of 
selecting a color palette as a real pixel artist.
  Gerstner [5,6] proposed a study of pixel art of 
color images with color palette selection. Kuo [7] 
presented a method of presenting a design so that 
pixel art images can be assembled into Lego. In 
addition to this, they show another application of 
the field of pixel art by suggesting a research that 
transforms multiple images into pixel art animation 
instead of a single image [8].
  Pixel artification can be regarded as a process of 
abstracting an input image. On the other hand, there 
is also research to restore a pixel art image to a 
clear image.
  As a typical example, Kpof [9] proposed a 
method for restoring pixel art to a vector image 
without any resolution.
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  In this paper, we propose a pixel artification 
method based on the Composite Neural Network 
(CNN). CNN published by LeCun [10] showed 
good results as an image classification model. CNN 
uses the ground truth data to determine the error of 
the model result and automatically determines the 
computational weight of the composite neural 
network using the back propagation algorithm.
  This process is called learning, and after learning, 
the weight is adjusted so that the developer can 
produce the desired result. CNN is used not only 
for image classification, but also for object 
recognition, area segmentation, etc. in addition to 
image processing. Especially, in the domain 
segmentation study, it is possible to show good 
results on a specific topic by only unsupervised 
learning. In addition, supervisory learning can also 
identify objects in the area.
  Therefore, most of the domain segmentation 
researches not only the domain segmentation but 
also the task of determining which domain the 
domain is in at the same time.
  In the segmentation and discrimination study, each 
pixel in the corresponding region has a vector value 
corresponding to each object. This process is very 
similar to the process in which each pixel has a 
vector value corresponding to a color in the present 
study. One example of this segmentation study is 
Pinheiro [11] and proposed a method of 
segmentation using CNN.
  Long [12] also proposed a neural network for 
segmentation and object discrimination by modifying 
the existing CNN structure. Uhrig [13] proposed a 
method to extract additional information such as 
image depth using Long [12].  Ronneberger [14] 
published a neural network called U-Net, which also 
showed good results in the area segmentation study.
  In this study, we modify the structure of neural 
network proposed by Ronneberger [14], and propose 
new neural networks and supervised learning for 
them. Since this study is a pixel art study rather 
than a domain segmentation study, the structure has 
been modified, and the details of the neural network 

structure are described in the next chapter.

3. Neural network structure

  The neural network used in this study has a 
modified U-Net structure proposed by 
Ronneberger[14]. Fig. 1. shows the feature maps 
extracted from the neural network. The input image 
is a 240 × 240 color image, and the output image 
is a 30 × 30 pixel artifact.
  We can see that there are three feature maps of 
the same size in the neural network, which can be 
regarded as an operation process of one module. 
Therefore, one module will have two convolution 
operations.
  Unlike Ronneberger[14]'s neural network, we set 
the padding to 1 in order to prevent the image size 
from being reduced in the convolution process. 
There are 4 max pooling and 1 upsampling process 
between module and module. When performing 
upsampling, we combine the feature maps of the 
same size before to compensate for the missing 
information in the polling process. After that, it 
adds 4 convolution additionally. The final feature 
map is shown in detail in Fig. 2.

Fig. 2. The last feature map of our network. 
The size is 30×30 pixels and each 
pixel has a vector 

  The feature map in Fig.2 is composed of 11 
channels, and it has vector values corresponding to 
10 colors and no pixels. Information on the color 
palette used in this study is summarized in Table 1. 
Applying softmax to each pixel, a label with a high 
numerical value is applied to determine the color of 
the pixel.
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Index Color (R,G,B)

0 Empty (255,255,255)

1 Yellow (250,200,10)

2 Orange (214,121,35)

3 Red (180,0,0)

4 Pink (255,158,205)

5 Blue (30,90,255)

6 Green (88,171,65)

7 Brown (95,49,9)

8 White (244,244,244)

9 Gray (100,100,100)

10 Black (27,42,52)

Table 1. The color palette 

4. Dataset

  In this study, 240 × 240 input image and 30 × 
30 pixel artified ground truth are required to learn 
neural network. We prepared about 2,000 data sets 
(Fig. 3).
  First, the data set is automatically generated as a 
pixel art by applying the technology [15-17] 
possessed by the present research team, and then 
implemented the correction tool so that the ground 
truth can be prepared more easily.

Fig. 3. Our dataset example: Raw images(left) and 
Ground truth images(right) 

  The original image and the pixel art image for 
the original image are paired so that the error can 
be obtained and the learning can proceed. Therefore, 
the file name of the original image and 30 × 30 
pixel data were managed by csv file.

  The image file is loaded with the file name of 
the original image and the discrete data of the 
image information is fetched, and the pixel data can 
be fetched by reading the csv file as it is. 
However, there are two problems in using this data 
set for neural network learning. To do this, an 
additional preprocessing process was required.
  First, the frequency of the colors of each pixel in 
the pixel art output is unbalanced. For the most 
divergent colors, the difference was about four 
times. When learning is performed in this state, 
since the neural network is deflected to a color 
having a high frequency, it is solved by reducing 
the data to about 1000 so that the ratios of the 
respective colors are the same.
  The second problem is the number of less data. 
Although not as many as 2,000, it was further 
reduced by the first problem.
  Therefore, data augmentation was used to solve 
the problem of small number of data.
Rotation and inversion were applied to the 
augmentation, and the existing data could be 
increased 8 times.
  In our data set, we divided 70% into learning 
data, 10% into validation data and the remaining 
20% into test data.

5. Learning

  The neural network proposed in this paper is 
implemented in Python 2.7 version and PyTorch 0.2 
version. The learning was done by NVIDIA Titan 
X GPU operation in Ubuntu operating system 
environment.
  The learning progressed to 100 epochs. The mean 
squared error was obtained and back propagation of 
the neural network was performed with the Adam 
optimizer. Accuracy is calculated by the difference 
between the result image of the neural network and 
the pixel art of the data set.
  The true color of the two images is the same for 
each pixel. However, if the background is not a 
pixel, the accuracy is not taken into consideration. 
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Fig. 5. Our result of test data 

If the background is not a background or a color is 
assigned, it is reflected in the calculation of 
accuracy.
  Fig. 4 shows the accuracy of learning, verification 
and test data according to epoch.

Fig. 4. A accuracy per epoch 

6. Result

  As can be seen in Figure 4, the accuracy of the 
test data is about 90%. The pixel artification results 
for the test data are shown in Fig. 5.
  In addition to the test data with ground truth, we 

also tested other images, and the results are shown 
in Fig. 6.

7. Conclusion
  
  In this paper, we propose a method using neural 
network to generate pixel art of image. A new 
neural network with modified CNN for the existing 
domain segmentation is presented and the neural 
network is learned from the data set of the research 
team. We also tested some images as well as test 
data.
  In this study, white pixels and background pixels 
are distinguished. Thus, unlike other pixel art 
studies, we can see that the white pixel and the 
background are separated (Fig. 5, center column).
  The limitation of this study is that the color 
palette must be fixed. For that reason, future studies 
will require you to choose a color palette that is 
appropriate for your situation.
  In addition, you can expect to be able to 
distinguish similar colors if the learning data is 
sufficient.
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Fig. 6. Our result of other images
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<국문초록>

합성곱 신경망을 이용한 게임 캐릭터의 픽셀 아트 생성
박철성, 양희경, 권혁민, 민경하

픽셀 아트는 낮은 해상도와 제한된 색 팔레트를 가지고 영상을 표현한다. 픽셀 아트는 낮은 연

산 성능과 적은 저장 공간을 가지는 초기 컴퓨터 게임에서 주로 사용되었다. 현대에 이르러, 픽

셀 아트는 예술이나 퍼즐, 게임과 같은 다양한 분야에서 찾아볼 수 있게 되었다.

본 논문에서는 게임 캐릭터 영상을 입력으로 받는 픽셀 아트 생성 모델을 제안한다. 기존 방법

과는 달리, 합성곱 신경망(CNN:Convolutional-Neural Network)를 픽셀 아트 생성 목적에 맞게 변

형하여 이를 이용하는 방법을 제시한다. 기존의 합성곱 연산 후에 upsampling 과정을 추가하여 

픽셀 아트가 생성될 수 있도록 하였다. 네트워크는 ground truth와 생성된 픽셀 아트와의 평균 

오차 제곱(MSE:Mean Squared Error)을 최소화해나가며 학습을 수행한다.

Ground truth는 실제 아티스트가 생성하도록 하였고, 이미지 회전과 반전 기법을 이용하여 

augumentation을 수행하였다. 생성된 데이터 집합은 학습, 검증, 시험 데이터로 나누었다. 이러한 

데이터 집합을 기반으로 감독 학습을 실시하여 픽셀 아트 생성 네트워크를 학습하였다. 학습 모

델의 학습 과정과 학습 정확도를 제시하고, 시험 데이터 뿐만 아니라 다양한 영상에 대한 픽셀 

아트 결과도 함께 제시한다.
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<결론 및 향후 연구>

본 논문에서는 영상의 픽셀 아트를 생성하는 신경망을 이용한 방법을 제시하였다. 기존의 영역 

분할을 위한 CNN을 변형한 새로운 신경망을 제시하였으며, 본 연구팀의 데이터 셋으로 신경망을 

학습시켰다. 또한, 시험데이터 뿐만 아니라, 일부 영상에 대해서도 시험해 보았다. 본 연구에서는 

흰색 픽셀과 배경 픽셀을 구분하여 학습시켰다. 때문에, 다른 픽셀 아트 연구와 달리 흰색 픽셀 

부분과 배경 부분을 구분한 것을 볼 수가 있다.

본 연구의 한계점으로는 색 팔레트를 고정해야 한다는 점이 있다. 그렇기 때문에, 상황에 맞는 

색 팔레트를 선택하도록 하는 것이 향후 연구가 될 수 있다. 또한, 학습 데이터가 충분하다면 비

슷한 색들도 구분할 수 있을 거라 기대할 수 있다.
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